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Abstract—The requirements for network predictapibire
becoming increasingly critical to the DOE scienoenmunity
where resources are widely distributed and collatimns are
world-wide. To accommodate these emerging requrgs)
the Energy Sciences Network has established a Gcibata

uses a hierarchical data storage and managemdriteatare
to disseminate the data world wide for collabomtanalysis.
Due to the immense volume of data that will be gates
continually, and the distributed analysis systeat th tailored
to analyze the data as it is generated, predictabtevork

Network to provide user driven guaranteed bandwidtbapacity is crucial in preventing data from backimy at the

allocations. In this paper we outline
implementation, and secure coordinated use of auatwork,
as well as some lessons learned.

Index Terms— Computer network management, Network
servers, Dynamic virtual circuits, Traffic control

I. INTRODUCTION

THE ubiquity of best-effort IP routing in the intern@iday
has proven to be both one of its greatest strengtios
weaknesses. Best-effort routing is opportunissioplistic,
and resilient. However it lacks predictability afieixibility,

and does not provide any guarantees. These shuongs
have increasingly become the focus of the U.S Daymant of

the desigrhigher tier sites and stalling the workflow pipelin

This paper outlines the design and operation oétavark
that can support predictable bandwidth circuitsl arsoftware
system capable of guaranteeing bandwidth to maltiglers in
a secure manner. As network paths often travensiiphe
network domains, ongoing collaboration and standatibn
efforts in the scientific network community areatiescribed.

Il. ENERGY SCIENCESNETWORK

A. Network Architecture

To address the growing need for guaranteed banilvaigt
such large-scale collaborations as the LHC, the EDErgy

Energy (DOE) science community [1] Today's sciences are Science Network (ESnet) [5] has designed and imgifeed
increasingly driven by highly-distributed largedgcamulti- the Science Data Network (SDN), which is logicaligtinct
disciplinary collaborations which rely on high-sdegetworks from the IP core network. The ESnet IP core netwisrk
to connect resources to process and integrate flata architected primarily to transport IP packets, wtithe ESnet
observations and simulations. The reliance on sedvorks SDN is engineered to support dynamic virtual cisvCs).
is becoming a critical factor to the success ofs¢he The preference for best-effort IP packets to wililze 1P core

collaborations.

An example of this is the USLHCNet [2] which wasOSPF metrics.

designed and implemented primarily to support thaltim
national collaborative Large Hadron Collider (LHQ3]

project. The LHC is located on the French-Swisslbonear
Geneva, Switzerland, with computational
resources distributed throughout the world. TheClLptoject
is expected to produce roughly 40 TB [4] of data ¢gieey and
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network over the SDN is done primarily by manipigt
In the event that the IP core ndtwer
bifurcated, IP traffic can traverse the SDN. Isexe, the
SDN can backup the IP core network. However, based
operational requirements by the science communmitgeming

and storagmost of the SDN bandwidth, only partial backupuported.

The restriction of how much best-effort IP can &we the
SDN is implemented using Quality of Service (Qo0$] |
mechanisms as described in the next section.

B. Virtual Circuit Implementation

Internally within ESnet, OSPF-TE [7], MPLS-TE [&nd
RSVP-TE [9] are used to manage MPLS-LSPs on witieh t
dynamic layer 2 and layer 3 VC services are built.
Additionally, LDP [10] is used to support layer 2C¥ as
defined in the EOMPLS [11] protocol.

The management of bandwidth usage and congestion
control on each IP core and SDN link is accomplishg VC
admission control and by QoS parameters. ESrmicsts
three user classes of service: expedited-forwardiegt-effort,
and scavenger [12]. The expedited-forwarding clasgsed
strictly by the dynamic circuit services, the befort class is



used primarily for IP traffic, and the scavengesslis selected DSCP [14] bits) as submitted in the user VC requesinject

when there is a requirement or preference to ugeaaailable
bandwidth without impacting other classes of traffi

TABLE |
QOS QUEUE PERCENTAGES
Network- Expedited- Best- Scavenger
Control Forwarding Effort
IP Core 5% 20% 74% 1%
SDN 5% 74% 20% 1%

the selected packets into the layer 3 VC.

C. Path Computation

OSCARS utilizes a graph-based algorithm to detesntire
path for a circuit reservation request. Topology aapacity
information is harvested from the network devicexeo an
hour and is then imported into the OSCARS topology
database. When a new circuit reservation reqseasceived,

a base topology graph is generated from the datatading
into account any existing reservations whose tiragges

Each class of service is guaranteed the bandwidgyerlap with the new reservation.

percentages assigned to it as depicted in Talblet Ican burst

higher if there is unused bandwidth available.r the IP core
links, which are primarily for IP traffic, up to 20 of the
bandwidth can be used for dynamic circuit serviceswever
in the SDN, which is used primarily for dynamic aziit
services, only 20% of the link capacity can be useldack up
IP traffic if the IP core partitions.

I1l. ON-DEMAND SECURECIRCUIT AND ADVANCED
RESERVATIONSYSTEM

A. User-Driven Virtual Circuits

Vertices in the graph represent network devicewels as
physical and logical interfaces, while edges regmes
“contains/belongs-to” or “connects to” relationshipFor
ESnet's production network the base topology gaptently
contains approximately 1000 vertices and 1500 eddeach
edge in the graph has a cost associated with ichatas been
engineered such that path computation is heavigsdu
towards a minimum-latency path over the SDN links.
However, IP core links can be utilized (up to 20%#)ere
SDN resources are not available. Edge costs range Zero,
in the case of links internal to a network devite, low
(latency-dependent) values for SDN links, to veighhvalues

The ESnet On-demand Secure Circuit and Advancqg”p core links.

Reservation System (OSCARS) [13] supports useredriv

advanced reservations of dynamic VCs at layer hgjEet
VLANS), and layer 3 (IP). In this capacity, OSCARSused
as a domain controller for network resources witBi#net.
OSCARS also functions as an Inter-Domain ContrdliBC)
[29] which has the capability to communicate witthey
domain controllers (further discussed in sectioh IV

One of the core objectives of OSCARS is to proadsily
used functionality that allows application prograems and
end-users without a network engineering backgraonskt up
reservations for VCs. These can be requested madut, or
scheduled in advance to support a workflow pipelifoe
example to coincide with experimental data genenati

Path computation is subsequently performed on #ee b
topology graph taking into account the parametensl a
constraints specified in the VC reservation, suelBaurce and
destination endpoints, bandwidth, or VLAN taggifkgom the
base graph, vertices and edges are removed thadtdmatch
the reservation constraints, given the reservaticmsently
scheduled for the time range of the requested vaten. For
example, physical interfaces are removed that dohawe
enough bandwidth capacity available at the time riegv
reservation is scheduled, or that cannot suppertréiguired
VLAN tag. This trimming process both ensures thia¢ t
calculated path will satisfy the constraints, ands hthe
beneficial side-effect of significantly reducingetimumber of

Two interfaces are provi-ded.: a SOAP-based messagifgrtices and edges in the graph. Finally, a Dijkshortest-
system for use by application programmers and fQfath algorithm [15] is run on the modified topolagaph, and

communication with similar systems used by othewise
providers (see the Collaborations section below)l a Web
browser-based interface for the general user.

B. Layer 2/3 VC Support

For a user requested layer 2 VC, a VLAN identifisr

negotiated at request time, and is subsequenthd uee : i . i
d q q v T allowed to provide path computation steering hirfeath

determine packets designated for the layer 2 VChis
requires some coordination on the customer edgéeldo
configure the correct VLAN tagging of the packetsfdre
entering the provider edge (PE) device.

For layer 3 VCs, the PE device filters on
specifications (e.g. source/destination address/gootocol,

the resulting path used to provision the VC. If theaxming
process results in a partitioned graph, a path atafe
calculated between the source and destination. Clitoait
reservation will subsequently have to be resubdhitiégth
different parameters.

In addition to the above, a select set of trustedrsiare

steering is performed by allowing the user to pdevian
ordered list of intermediate hops in addition te #ource and
destination. A path segment is then calculated éetweach

P ﬂOWpair of hops as provided. These segments are edtittigether

to form the complete path. Another option for teastisers is
to manually specify the entire path, bypassing tiath

1 Network-Control class-of-service is not user asise but is included COMpuUtation process entirely, but subject to thastaints

in the table for completeness



given above.

If path segments of the VC need to be handled bgrot
service providers, the request is forwarded to piravider.
After the complete end-to-end path is set up, #semvation
parameters, including the start time (which maynraediate),
end time (which may be up to 10 years in the fyfuaad path
description are stored in the resource schedulighdise, and
will be taken into account when another VC reséovais
requested.

D. Circuit Setup and Automated Device Configuration

Once a reservation is made, a VC setup can bentretted
either by a signal from the user, or by a sepdatem-clock”
process that periodically queries the databaseefervations
whose start times have been reached. This “aléookt
process also enforces reservation end times for
reservations, although a user may signal a teardmfore the
end time.

There are several router platforms deployed witB8net,

primarily Juniper and Cisco devices. Device specif

configuration templates are used to initiate RSWhaling,
and MPLS LSP setup and teardown on the networkcdsyvi
Specified parts of the template are replaced by vsgables
and OSCARS-generated reservation parameters atetp s
time. In the case of layer 3 VCs, where reserunatiare uni-
directional, the configuration instance is pushaly ¢o the PE
router closest to the source (as defined by thervaton
request). For layer 2 VCs, which are implementsthg
EoMPLS and are therefore bi-directional, device cHjme
configuration instances are pushed to both PE rewde the
start and end of the intra-domain VC. Teardown @sMs
done using complementary templates.

Note that it can take several minutes to configureetwork
device. See the Future Work section on plans tgaté this.

E. Authentication and Authorization

Since a limited resource (bandwidth) is being nesgrand
claimed, and network devices are being manipuldiezl
configuration changes, signaling), VC creation aetlip needs
to be done in a secure and auditable fashion.

The basic user authentication and authorizatiorcge® is
described in an earlier paper [13]. To briefly suaniae here:
requests coming through the SOAP API are authdatichy
message signatures using X.509 certificates and. k@he

and engineey who can make unlimited reservations, specify
path elements, and see, modify, and signal alfvatiens. As
the system moved into pre-production use, two nrotes
were added:site administrator who can make unlimited
reservations, and see, modify, and signal any vaden that
begins or terminates at his site regardless of régest
originator; andoperator, who can see all reservations, but not
make or modify any. The site administrator role weguested
to allow a network engineer from any ESnet direciyved
customer site to have complete control over VCs the site
(i.e. terminating on the PE interface facing the)sin case of
unexpected events, such as router failures or stespabuses
of the reservation system. The operator role wgsasted to
allow a NOC operator to check if a failed netwoldneent was
part of a production VC and notify the VC ownertbe site
Aliministrator to reconfigure the VC.

Support for authorization tokens has also been cdde
support the work done by collaborators at the Unsite of
Amsterdam [16]. A unique, hard-to-forge token isated per
reservation by the final IDC in a multi-domain pattored
with the reservation at each IDC, and returnech&o user. It
can then be used to authorize the signaling ofdkervation.
The token fulfills two objectives: first, the timeonsuming
authorization procedure only happens at creatervatsen
time, while a quick check of the token authorizesoms at VC
setup time; second, it allows one user to makesarvation
and a different user to instantiate or tear dower WC. The
second scenario would be useful when a long-tesmrvation
(several months) is made for the use of an expetinaad the
circuit set up and torn down numerous times by owei
experiment members when data actually needs to be
transferred.

F. Over-subscription and Soft Reservations

The initial implementation of OSCARS strictly preved
bandwidth over-booking and over-subscription (exyd in
more detail below). The circumvention of over-bimgkwas
enforced at user-request time by the path compuatatind
resource scheduling processes. Over-subscript@@mnegated
at usage time by hard policing each VC to the rstpok
bandwidth.

Emerging requirements from customers using dynarais
have demonstrated a need for over-booking stemifom
two general use cases: i. customer managed loadiag,

DOE science community has a well developed PKlpq i redundant backup. An example of the fiete would
infrastructure to support this sort of authentimati See pa 5 customer requesting two 10Gbps VCs over a 106iE
http://www.doegrids.org) Requests coming through the Webrpa concurrent use of both VCs cannot exceed t@bps

browser-based interface use a registered user namie
password combination. Authorization policy is kégatally in
database tables, and is roughly grouped by a smaiber of
role attributes which are assigned to each user.

The roles and permissions have evolved as the OSCAR

system has been used. Originally there were twesrokser,
who can make an unlimited reservation, see, modifyd
signal (set up or tear down the circuit) his oweergations;

link speed. However, each VC can utilize the erimadwidth
if the other VC is idle. The objective of the auser is to
have both VCs active, and manage the load-balarafirtge
\VCs accordingly. In the second case, a custometswiavo
Cs, a primary and a redundant backup. In somaasis,
both the primary and redundant paths may share comm
links. In both cases, the core issue is over-baplkind not


http://www.doegrids.org/

over-subscription, as each VC request is procedisedetely.
This results in the first VC request potentiall\seeving the
entire bandwidth path, and the second VC requéstgaeven
though usage of both VCs is closely related.
disadvantage of supporting over-booking is the iiitgbto

guarantee bandwidth. An alternative solution isptohibit
over-booking, and intelligently handle over-subsed traffic.
To resolve this issue, OSCARS was modified to immaet
soft reservations.

Soft reservations in OSCARS support the notion wéro
subscription. With every VC reservation, a bandiwviamount
is submitted with the request. This bandwidth amias used
by the path computation process to determine ifqadt
network resources are available. The cumulativedath
requests are bounded by the physical capacityeofitik and
cannot be over-booked. However,
reservations has been modified to remark over-sildest
packets instead of dropping them. In essences@essful VC
reservation will guarantee the requested bandwidth, any
traffic exceeding the threshold will compete foragable
capacity on the path. The mechanism used to g this
is QoS. Packets below the requested bandwidtisttble will

A amaj

gateway and the end-host, they communicate with ARG
and/or Internet2’s IDC via clients using the WSDésdription
to create host-to-host VCs.

In an effort to standardize the inter-domain irde€f
between other dynamic circuit services, there isoafmgoing
involvement in the Open Grid Forum Network Measuzata
Working Group (OGF NMWG) [23] and Global Lambda
Integrated Facility (GLIF) Control Plane and Grittdgration
Middleware Working Group [24] communities. OSCARS:s
the XML schemas defined by the OGF Network Monitgri
Working Group (OGF-NMWG) in its APl and follows the
definitions closely in its internal topology andsoerce
scheduling database. There are also close collidnasavith
other projects including AutoBAHN [25], Phosphor{&6],

and g-Lambda [27] to design and develop the common

resource scheduling API.

the policing of VC

V. NETWORKUSE

The OSCARS service currently deployed in ESnet iha
pre-production stage. The service instance runmingthe
ESnet production network currently manages sevienad-
lived production-level VCs as well as provides tapability
for short-lived circuits primarily for network remech. At the

have their MPLS EXP bits set to 4 and queued in ”}ﬁne of writing, OSCARS manages 13 production V@aling

expedited-forwarding queue as it traverses theaidtmain
MPLS LSP. Packets above the threshold are remdided
scavenger service (MPLS EXP set to 1) where theypete
with other traffic in the scavenger queue for aalalié
bandwidth. The best-effort queue is not used foradthic VC
services in order to avoid competition with “regtlée traffic,
even on the SDN links, so as to ensure a backapegir for
the IP Core network.

V. COLLABORATIONS

DICE [17] is a consortium of research and educatioﬁ
network service providers comprised of DANTE [18],

Internet2 [19], USLHCnet/CalTech [2], and ESnetefiéhhas
been significant progress and ongoing work by thH€D
Control Plane Working Group to develop a WSDL diggiom
for IDC communications. Inter-domain communicasicand

43 Gbps of guaranteed bandwidth, mostly used folC1H
related traffic.

At present, the primary users of the ESnet OSCA&@ice
are Fermi National Accelerator Laboratory and Biulen
National Laboratory, both LHC tier 1 data centéesi In both
cases, close co-operation with the site networkdipator is
necessary to intelligently traffic engineer primagnd
secondary VCs. These customers have high bandwaidth
high availability demands for their VCs, presentiragy
significant challenge to network engineering staffhe
SCARS software suite is also used to implemerffidra
engineering solutions involving bandwidth manageimen
multiple VCs for resiliency, and rerouting VCs andufaulty
connections.

In addition to working closely with customer sitdbe
ESnet OSCARS instance peers with the Internet2 IDC
reserve and manage cross-domain Ethernet VLAN VTlss

intercontinental end-to-end VC management have beﬁjrhctionality has been demonstrated formally at BCI2

demonstrated successfully between the DICE paatitp in
several venues, including SC07 [30], and GLIF WGt 08
[31].

In addition to interoperability, the Internet2 ID&nd
OSCARS share the same codebase.
Dynamic Circuit Network (DCN) [29] deploys differen

FMM '07 [32], and 12 SMM '08 [33], and is also used
informally based on day-to-day user-driven neetlss Worth
noting here that OSCARS has recently been useshtodown
and re-provision several production-level VCs thatre

However the difermaffected by a major hardware upgrade. The necessary

provisioning was completed with minimal downtimé;cd the

network elements from those of the ESnet SDN, amdaa circuits were back in operation at most 60 minwéier the

result, Internet2 uses the Dynamic Resource Alionavia

GMPLS Optical Networks (DRAGON) [20] software for

pathfinding and intra-domain VC signaling, and tBeC for
scheduling and inter-domain communications.

new hardware was operational.

In the short period that OSCARS has supportedymtioh-
level VCs, its two production users have requirgueesistent
level of service, and to self-manage the usag&efréserved

TeraPaths [21] and LambdaStation [22] are two ptsje VC bandwidth resources (see Section IIl. F.). Thisontrary

designed to dynamically manage site LAN resourcds.
addition to coordinating resource allocations betwéhe site

to the initial design goals of dynamic VCs, whicsamed that
bandwidth resources would only be reserved whedetwend



returned when not in use. This model will be raleated ongoing collaboration.
when the LHC starts producing real data, prompgiagodic

downloads of large chunks of physics data fromd@ @01, and REFERENCES
T1to T2 sites. [1] High Performance Network Planning Workshop (2008)nl[ne].
Available: http://www.es.net/hypertext/requiremehts
VI. FUTUREWORK [2] USLHCNet (2008) [Online]. Availabléhttp://Incnet.caltech.edu/
[3] Large Hadron Collider (2007) [Online]. Available:
A. Outage Management http://Ihc.web.cern.ch/lhc/
. . 4] lan Bird, “The LHC Computing Grid,” presented a¢ tBGEE, Mar. 18,
Plannl_ng is _underway _for OSCARS to b_e able 5 2008, p. P 4g p[On”neL Available:
communicate with ESnet's internal outage planniatalthse. http://mww.ts.infn.it/eventi/viaggioalcern/alleghtC G-EGEE-
The aim is to be able to automatically reroute tegds 20080426.pdf

. . . [5] ESnet (2008) [Online]. Availabldtttp://www.es.net
reservations around outages if at all possible,rahdn to the [6] G.Huston, “RFC2990: Next Steps for the IP QoS Awtiire,” IETF

status quo after the outage with minimal downtiriduis RFC, Nov. 2000.
presents a significant challenge because all &ifie®C paths [7] D. Katz, K.Kompella, and D. Yeung, “RFC2370: TraffEngineering

(TE) Extensions to OSPF Version 28TF RFG Sep. 2003.
need to be recalculated on the topology graphrepaesents [8] E. Rosen, A. Viswanathan, and R. Callon “RFC303lltidrotocol

the network during the outage. New paths will beigeed Label Switching Architecture [ETF RFG Jan. 2001.
based on a set of rerouting policies and strateiswill be [9] D. Awduche, L. Berger, D. Gan, T. Li, V. Srinivasamd G. Swallow,

formulated in cooperation with all the stakeholdirsiuding ‘I;RFFQC%Ze%g:ZEOSlV P-TE: Extensions to RSVP for LSP TUsfidETF

customers, operators, and network engineers. [10] L. Andersson, P. Doolan, N. Feldman, A. Fredettej 8. Thomas,
. . . “RFC3036: LDP Specification[ETF RFG Jan. 2001.

B. Multl-layer circuits [11] M. Lasserre and V. Kompella, “RFC:4762, Virtualvtie LAN Service

P|anning is also Ongoing to provide an integrate_dtim (VPLS) Using Label Distribution Protocol (LDP) Sajmg,” IETF

RFC, Jan. 2007.

layer circuit provisioning service that will be abto model [12] S. Shalunov and B. Teitelbaum, “QBone ScavengeviGei(QBSS)

and utilize the cross-layer adaptation points aaqhbilities in Definition,” Internet2 Technical RepgriMar. 2001 [Online]. Available:
our network, and calculate a multi-layer path. Erample, a http://qos.internet2.edulwq/Wq-documentS/qbss-diiifhntxt.
layer 3 service may be provisioned over a layerirguig, 131 ¢ Guok, D. Robertson, M. Thompson, J. Lee, B.fgr and W.
L. A . Johnston, “Intra and Interdomain Circuit Provisioning Usingeth
which in turn may be provisioned over a layer higath. OSCARS Reservation System|EEE Broadband Communications,
T Networks and Systems, BROADNETS 2006, Oct. 2006 1gh
C. Optimizations [14] K. Nichols, S. Blake, F. Baker, and D. Black, “RRQJ2: Definition of
The vast majority of VC requests currently comenfro T:e fiﬁef?féﬁe&gegiceigzigld (DS Field) in tiev4 and IPv6
. . eaders,” , Dec. .
middleware such as LambdaStation and TeraPathsseThtﬁS] E. Dijkstra, “A note on two problems in connexioritiwgraphs,”

usually generate requests for short-lived VCs tiesd to be Numer. Math. 1 (1959), pp. 269-271.
set up as quickly as possible. This requirementnveapart of [16] Leon Gommans, Franco Travostino, John Vollbrecege<tde Laat, and

F ; ; _ Robert Meijer, "Token-based authorization of Corioec Oriented
the orlglnal deS|gn, which assumed a small numlbdmrtger Network resources,’GRIDNETS conference proceeding3ct. 2004

lived VCs. This usage presents a challenge since VC [oninel.  Available: http://www.broadnets.org/2004/workshop-

scheduling and setup is a relatively slow proces®Ilving papers/Gridnets/gommans.pdf _ _
network device configuration that currently reqairat least [17] DICE (2008) [Online]. Available:
. . . http://www.geant2.net/server/show/conWebDoc.1308

several seconds and up to a few minutes in the @&s®ilti- 1] pANTE (2008) [Online]. Availablenttp://www.dante.net

domain VCs. [19] Internet2 (2008) [Online]. Availablétttp://www.internet2.edu
Significant modifications to the code are requirenl [20] DRAGON (2008) [Online]. Available: https:/

llelize these time-consuming operations as mash dragon.maxgigapop.net

para_ g op [21] S. Bradley, F. Burstein, L. Cottrell, B. Gibbard, Katramatos, Y. Li, S.

possible. A full-featured scheduler component wile McKee, R. Pope-scu, D. Stampf, and D. Yu, “TeraPath QoS-

implemented that will simultaneously connect to andfigure Enabled Collaborative Data Sharing Infra-structfoe Peta-scale

: Computing ResearchComputing in High Energy and Nuclear Physics
all relevant network devices to set up or tear dawwiC. To (CHEP 2006) T LF.R.. Mumbai, India, Feb. 13-17, 2006.

avoid concurrent device configuration operationgrawviting  [22] A. Bobyshev, M. Crawford, et.al., “Lambda Stati@®n-Demand Flow

each other, the scheduler component will have pialti Based Routing for Data Intensive Grid Applicati@ser Multitopology
; ; ; ; ; Networks,” IEEEBroadband Communications, Networks and Systems,
conflggrau_or_\ queues running in parallel, ensuogrectness BROADNETS 2006, Oct, 2006, pp. 19,
and minimizing setup time. [23] OGF NMWG (2008) [Online]. Available: http://nmwgtarnet2.edu
[24] GLIF Control Plane and Grid Integration Middlewatéorking Group
ACKNOWLEDGMENT (2008) [Online]. Available: http://www.glif.is/woikg-
) groups/controlplane/

The authors would like to thank Tom Lehman of thees] AutoBAHN (2008) [Online]. Available:
University of Southern California Information Scies - rgtt'g://wwmll-qe'f}nct:2.r|1|'et/'\s/IeB/erI/_shovrv]/nav.1(9562 S .
Institute East, John Vollbrecht and Andrew Lakdrdérnet2, [26] S.Figuerola, N.Ciulli, M.De Leenheer, Y.Demchenkl.Ziegler, an

) . . A.Binczewski, “PHOSPHORUS: Single-step on-demantlises across
and Afrodite Sevasti, Guy Roberts, and Radek Krzyavaf multi-domain _networks for e-gnce,” European Conference and

GEANT2 for their efforts in interoperability testinand Exhibition on Optical Communication'0%ep. 16-20 2007.



http://lhcnet.caltech.edu/
http://lhc.web.cern.ch/lhc/
http://www.es.net/
http://qos.internet2.edu/wg/wg-documents/qbss-definition.txt
http://www.broadnets.org/2004/workshop-papers/Gridnets/gommans.pdf
http://www.broadnets.org/2004/workshop-papers/Gridnets/gommans.pdf
http://www.geant2.net/server/show/conWebDoc.1308
http://www.dante.net/
http://www.internet2.edu/
http://www.geant2.net/server/show/nav.1952

[27] g-Lambda (2008) [Online]. Availabléttp://www.g-lambda.net

[28] E. Chaniotakis, C. Guok, “IDC: Inter-Domain Conteol API,”
presented at GLIF Control Plane WG, Hawaii, USA. J&® 2008.

[29] Internet2 Dynamic Circuit Network (2008) [Online]Available:
http://www.internet2.edu/network/dc/

[30] SuperComputing '07, Nevada, USA, Nov. 10-16 2002008)
[Online:]. Available: http:£cO7supercomputing.org

[31] GLIF: Working Groups Winter 200&lonolulu, HI, USA, Jan. 19-20
2008, (2008). [Online:] Available:
http:/Aww.glif.is/meetings/2008/winter/

[32] Internet2 Fall Member Meeting 2007, San Diego, TSA, Oct.8-11
2007, (2008) [Online:] Availablehttp://events.internet2.edu/2007/fall-

mm/
[33] Internet2 Spring Member Meeting 2008, Arlington, MASA, Apr. 21-
23 2008, (2008) [Online:] Available):

http://events.internet2.edu/2008/spring-mm/
[34] GEANT2 (2008) [Online]. Available: www.geant2.net



http://www.g-lambda.net/
http://www.internet2.edu/network/dc/
http://www.glif.is/meetings/2008/winter/
http://events.internet2.edu/2007/fall-mm/
http://events.internet2.edu/2007/fall-mm/
http://events.internet2.edu/2008/spring-mm/

	INTRODUCTION
	Energy Sciences Network
	Network Architecture
	Virtual Circuit Implementation

	On-demand Secure Circuit and Advanced Reservation System
	User-Driven Virtual Circuits
	Layer 2/3 VC Support
	Path Computation
	Circuit Setup and Automated Device Configuration
	Authentication and Authorization
	Over-subscription and Soft Reservations

	Collaborations
	Network Use
	Future Work
	Outage Management
	Multi-layer circuits
	Optimizations


